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Rational speakers Speaker S1 uses a utility 

tradeoff function U to 

decide what u to use to 

signal s to L0.

L0 just interprets 

utterances u as being 

true and finds entities 

s compatible with u.

L1 uses a probability 

function over what S1 is 

expected to say to get s.

http://www.problang.org/

chapters/01-

introduction.html



Intuition: political communication is 
strategic.

• Politicians (S0) say things in order to get a "naïve" listener 
(L0) to respond by giving them votes, etc.

• Voters (L1) attempt to ferret out what S0 actually wants 
them to do and decide whether they want to do it.

• Utility is updated accordingly (e.g., when they win/lose 
elections etc).



Spherical cows

• Useful theoretical model that you can refine to 

take particular situations into account (e.g. 

Henderson and McCready...).

• Scalability, intractability issues.

• Difficulty grounding directly in the linguistic 

environment



Cooperation

Even assuming full cooperation, hard to 
operationalize.

Political communication involves some amount 
of "bad faith" (e.g. dogwhistles).



But lets assume "good 
faith".

• World Colour Survey (Berlin and Kay, 1969).



Simulating human colour maps

Speaker and listener 
agents separately 
trained through 
reinforcement learning 
in a dual-agent 
simulation. 
(Kågebäck, Carlsson, 
Dubhashi, Sayeed, 
2020)

Approximate 
operationalization of 
RSA?



Matches what humans do?

Uncertainty vs number 
of colour terms 
approximately 
matches in both 
human and simulated 
settings.



Cooperation

Even assuming full cooperation, hard to 
operationalize.

Political communication involves some amount 
of "bad faith" (e.g. dogwhistles).

Future research question: model utility in a 
reinforcement-learning simulation where it is 
costly to be understood?



Sidney Sweeny
A postscript



Jeans/Genes



What to make of this?

Activity for tomorrow. 
Think about it.
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